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How do we learn so many words?
• The average 20-year-old native English speaker knows 

42,000 lemmas

• That is 5.75 lemmas per day, every day!

• The mystery:
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The average seventh-grader…must have acquired most of them as a result of 
reading because (a) the majority of English words are used only in print, (b) she 
already knew well almost all the words she would have encountered in speech, 
and (c) she learned less than one word by direct instruction. Studies of children 
reading grade-school text find that about one word in every 20 paragraphs goes 
from wrong to right on a vocabulary test. The typical seventh grader would have 
read less than 50 paragraphs since yesterday, from which she should have 
learned less than three new words. Apparently, she mastered the meanings of 
[several] words that she did not encounter.


(Landauer & Dumais, 1997, Psychological Review)



The distributional hypothesis
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The distributional hypothesis
We saw a cute, hairy wampimuk sleeping behind the tree

• The Distributional Hypothesis of Harris (1954): the 
context in which a word appears carries information about 
its meaning

• Succinct versions:
• “You shall know a word by the company it keeps” (Firth, 

1957)
• “…the linguistic meanings which the structure carries can 

only be due to the relations in which the elements of the 
structure take part” (Harris, 1968)
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More complex examples
The degus was hermetically broamed.


•

4(After McDonald & Ramscar, 2001)



Implicit distributional/contextual knowledge

5(Slide from Yoav Goldberg)



Implicit distributional/contextual knowledge
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A more complex case
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A practical problem for n-gram modeling
• Consider the distributions on these contexts:


• The soup was…

• The broth was…

• The chowder was…

• The bisque was…

• The soup will be…

• The broth will be…


• n-gram models have no built-in ways of leveraging 
similarity among contexts


• Similar problems exist for conditioning on context for 
probabilistic grammars
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Innovation in multi-word expressions
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Innovation in multi-word expressions
• What can you drive someone…?

9

mad
crazy

to distraction

bananas
insane

nuts

(Bybee 2012, Domain‐general processes as the basis for grammar)



Innovation in multi-word expressions

• These expressions do not come on the scene 
independently!


• There is lexical specificity, but innovation also spreads 
along lines of semantic similarity
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Fundamental idea
• We have tens of thousands of words in our lexicon

• But semantic lexical knowledge mostly lives on a lower-

dimensional subspace

• By learning that lower-dimensional subspace, we can:


• Better handle data sparsity in practical NLP applications

• Resolve the mystery of how we learn so many words so fast

• Improve our understanding of human conceptual space

• Better explain the full distribution of linguistic expressions

11



Technical foundations
• We want to go from sparse…


• …to dense:


• There are many ways proposed to do this!
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⟦dog⟧=[0,0,…,0,1,0,…,0]

⟦dog⟧=[-0.11,0.81,…,…,0.58,0.07]



Low-dimensional word meanings from contexts
• The general goal:

13

courtesy of Susan Dumais 

(via Chris Manning & Hinrich Schutze)



Low-dimensional word meanings from contexts

14(Slide from Yoav Goldberg)



15(Slide from Yoav Goldberg)



Hierarchical Bayesian methods
• Latent Dirichlet Allocation (aka Topic Models): Blei, Ng, 

Jordan (2001,2003)

16
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(Slide from Tom Griffiths)



Interpretable topics
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STORY

STORIES


TELL

CHARACTER


CHARACTERS

AUTHOR


READ

TOLD


SETTING

TALES

PLOT


TELLING

SHORT

FICTION

ACTION

TRUE
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TELLS
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NOVEL

MIND

WORLD

DREAM
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THOUGHT
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DISEASE
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FEVER

CAUSE


CAUSED

SPREAD
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INFECTION
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INDUCED

SCIENCE
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each column shows words from a single topic, ordered by P(w|z)

(Slide from Tom Griffiths)



The first neural embedding: word2vec

18(Slide from Yoav Goldberg)



How does word2vec work?
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How does word2vec work?

21(Slide from Yoav Goldberg)



word2vec architecture visualized
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Continuous bag of words Skip-gram



A competitor word embedding: GloVe

23(Pennington et al., 2014)
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A competitor word embedding: GloVe
• The basic intuition: ratios of conditional probabilities might 

give us a handle on meaning components

• Argument: we want our model to optimally approximate

23(Pennington et al., 2014)

Highly imbalanced; argued to pick 
out distinctive difference in meaning 
component of ice versus steam

Balanced; argued not to pick 
out distinctive difference in 
meaning of ice versus steam

P (wk|wi)

P (wk|wj)
=

P (wk, wi)

P (wj, wi)
⇡RFE

Xik

Xjk

co-occurrence 
count of wi,wj



Deriving the GloVe word vector model
• We enforce probability ratios to be the ratio of dot-

products of the target word to context words


• With a lot more simplification and argumentation we get 
the following objective function to minimize:

24
word vector bias vectors (ignore)

f(Xij) chosen to 
squash large counts



Word meanings reflected in embeddings

25

(Pennington et al., 2014)

word2vec

(Mikolov et al., 2013)



Exploring GLoVE meaning spaces & analogies 
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Try playing with this fun visualization tool!

https://lamyiowce.github.io/word2viz/

https://lamyiowce.github.io/word2viz/


word2vec embeddings over time

27(Hamilton, Leskovic, & Jurafsky, 2016 ACL)
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Application: is bias embedded in our language?

28

How do we bring this question into our scientific reach?



Electrophysiological responses
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Rapid Serial Visual Presentation

30

*



Rapid Serial Visual Presentation

30



The N400 in language comprehension
•Differing degrees of semantic congruity:

• He took a sip from the drink. (normal)

• He took a sip from the waterfall. (moderate incongruity)

• He took a sip from the transmitter. (strong incongruity)

31

(Kutas & Hillyard, 1980, 1984)



Categorical & stereotypical semantic knowledge

32(Osterhout et al., 1997; see also reading time studies by Sturt, 2003; Duffy & Keir, 2004, inter alia)
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• Mismatches to lexically specified (definitional*) semantic 
properties induce measurable expectation violations

The man prepared herself for the interview.

• Mismatches to stereotypical semantic properties induce 
similar violations

The nurse prepared himself for the operation.

Categorical & stereotypical semantic knowledge

32(Osterhout et al., 1997; see also reading time studies by Sturt, 2003; Duffy & Keir, 2004, inter alia)

“Definitional” mismatch 
(man…herself)

Stereotypical mismatch

Stereotypical match(Osterhout 
et al., 1997)

“Definitional” match
(man…himself)
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Might stereotypes manifest in distributed linguistic representations 
too, biasing them? 
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Might stereotypes manifest in distributed linguistic representations 
too, biasing them? 

How could we tell?
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Word embeddings vs. ground truth
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career children
woman 0.29 0.42

man 0.32 0.27

GloVe cosine similarities:



WEFAT Results

40(Caliskan et al., 2017)



WEFAT results: many stereotypes

41



Summary

42



Summary
• Embed size-V vocabulary in a D-dimensional space; D<<V

42



Summary
• Embed size-V vocabulary in a D-dimensional space; D<<V
• Word embedding representations are dense numeric vectors

42



Summary
• Embed size-V vocabulary in a D-dimensional space; D<<V
• Word embedding representations are dense numeric vectors
• Embeddings are learned to predict word--word co-occurrence 

statistics in large corpora

42



Summary
• Embed size-V vocabulary in a D-dimensional space; D<<V
• Word embedding representations are dense numeric vectors
• Embeddings are learned to predict word--word co-occurrence 

statistics in large corpora
• Because the distributional hypothesis holds, a word's 

embedding representation reflects features of its meaning

42



Summary
• Embed size-V vocabulary in a D-dimensional space; D<<V
• Word embedding representations are dense numeric vectors
• Embeddings are learned to predict word--word co-occurrence 

statistics in large corpora
• Because the distributional hypothesis holds, a word's 

embedding representation reflects features of its meaning
• Words with similar meanings are closer in embedding space

42



Summary
• Embed size-V vocabulary in a D-dimensional space; D<<V
• Word embedding representations are dense numeric vectors
• Embeddings are learned to predict word--word co-occurrence 

statistics in large corpora
• Because the distributional hypothesis holds, a word's 

embedding representation reflects features of its meaning
• Words with similar meanings are closer in embedding space
• Perhaps remarkably, many features of word meaning turn out 

to be linearly separable in the embedding space

42



Summary
• Embed size-V vocabulary in a D-dimensional space; D<<V
• Word embedding representations are dense numeric vectors
• Embeddings are learned to predict word--word co-occurrence 

statistics in large corpora
• Because the distributional hypothesis holds, a word's 

embedding representation reflects features of its meaning
• Words with similar meanings are closer in embedding space
• Perhaps remarkably, many features of word meaning turn out 

to be linearly separable in the embedding space
• This enables embedding-based analogical reasoning

42



Summary
• Embed size-V vocabulary in a D-dimensional space; D<<V
• Word embedding representations are dense numeric vectors
• Embeddings are learned to predict word--word co-occurrence 

statistics in large corpora
• Because the distributional hypothesis holds, a word's 

embedding representation reflects features of its meaning
• Words with similar meanings are closer in embedding space
• Perhaps remarkably, many features of word meaning turn out 

to be linearly separable in the embedding space
• This enables embedding-based analogical reasoning
• Since corpus statistics reflect the world, word embeddings 

implicitly encode biases

42



Summary
• Embed size-V vocabulary in a D-dimensional space; D<<V
• Word embedding representations are dense numeric vectors
• Embeddings are learned to predict word--word co-occurrence 
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• Because the distributional hypothesis holds, a word's 

embedding representation reflects features of its meaning
• Words with similar meanings are closer in embedding space
• Perhaps remarkably, many features of word meaning turn out 

to be linearly separable in the embedding space
• This enables embedding-based analogical reasoning
• Since corpus statistics reflect the world, word embeddings 

implicitly encode biases
• Open question: do these biases simply reflect information 

about the world, or does language present distorted 
representations of that information? 42


